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ABSTRACT
The proliferation of online news sources has placed the issue of cred-
ibility at the center of public and scholarly attention alike. Without
an authoritative entity that can vouch and sufficiently explain the
quality of a piece of information appearing in news articles, readers
become skeptical. At the same time, computational solutions are
typically founded on different and possibly narrow interpretations
of the complex concept of credibility. As such, while significant
progress has been made, computational efforts have yet to propose
a widely accepted solution. This paper proposes an interactive inter-
face alternative to the existing algorithmic solutions: an additional
information layer that is applied to an article’s original textual con-
tents. By contrasting heterogeneous articles of the same story, i.e.,
articles from different news outlets, our proposed approach reveals
those pieces of information that are cross-referenced and thus—we
argue—more likely to be credible. A demo of the tool is available at
http://fairnews.ewi.tudelft.nl/InCredible/, the code is open-sourced
at https://github.com/dbountouridis/InCredible.
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1 INTRODUCTION
The World Wide Web has changed not only the way readers con-
sume information, but also the way that information is created and
disseminated. Regarding online news articles in particular, easy
access to the Internet has allowed non-traditional entities e.g., indi-
viduals with limited journalistic experience, to spread information
easily and with low cost. As a result, users have now access to
news stories from a very diverse range of sources, i.e., news outlets,
blogs, social media and so on. The amount of information available
from various heterogeneous news sources places at the center of
attention the issue of credibility [12]: readers are now suspicious
with regards to the quality, believability and trustworthiness of
the information provided to them [4]. We argue that this behav-
ior relates to a lack of a trusted authority that can both vouch for
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the credibility of a piece of information and also explain how this
credibility estimate came about.

Computational solutions that are designed to provide such esti-
mates typically require formalized definitions of the concepts they
aim to model; and credibility is a complex and multifaceted one
[12]. Wathen and Burkell [15] identify a range of factors that influ-
ence the credibility of online information, such as trustworthiness,
plausibility or similarity to the reader’s beliefs. Cazalens et al. [4]
investigated a number of fundamental issues in computational fac-
tuality-estimation, including the lack of a proper theoretical founda-
tion and the lack of transparency in most state-of-the-art solutions.
At the same time, factuality-estimation is problematic due to the
subjective nature of bias; the question of factuality may appear only
when an article’s world-view is contrasted to the reader’s [4, 15].

A number of prior works have proposed paradigms that can
potentially overcome the factuality- and bias-related limitations.
For instance, both Yin et al. [16] and Vydiswaran et al. [14] base
their works on the idea that facts are persistent and that a piece
of information does not need to be fact-checked to be considered
credible, but rather is likely to be credible if it is cross-referenced i.e.,
it appears in multiple sources—a notion we also exploit in our work.
Regarding the bias-related limitations, a number of works [7, 8, 13]
and collective journalism projects1 focus their efforts on providing
readers with the “necessary” information to form their own bias
conclusions about the information they receive. Consequently, the
credibility judgment is only aided by the system and not replacing
the reader’s judgment [5]. At the same time, the main responsi-
bility of those systems is to gather the necessary information and
effectively communicate it to the reader. This implies a focus on
transparency and explainability, i.e., the justification of why certain
pieces of information are more likely to be credible than others.

This paper proposes a framework for aiding the credibility judg-
ment in news articles based on the two aforementioned ideas of (i)
cross-referenced information, and (ii) its proper, explainable com-
munication to the reader. We hypothesize that well-communicated,
cross-referenced information is more likely to be perceived as cred-
ible by the readers. The contributions of the paper are twofold:

• In Section 3 we propose an interactive interface that allows
readers to identify which pieces of information in a news
article are corroborated (i.e., the same piece of information
exists in other articles on the same story), as well as those
that are omitted (i.e., the piece of information exists in other
articles on the same story but not the current one).

• In Section 4 we introduce a computational method to auto-
matically determine corroborated and omitted pieces of infor-
mation; in Section 5 we describe the corroboration/omission
patterns we observe across different news outlets.

1e.g., https://firstdraftnews.org/project/crosscheck/, retrieved May 2018
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Figure 1: Overview of our proposed interactive information
layer design: corroborated (blue underline) and omitted in-
formation (orange underline). Here, hovering over an under-
lined piece of information reveals information from other
news sources that are omitted in the original story.

2 RELATEDWORK
This section presents a number of works related to the interface
component and computational backbone of our approach. Regard-
ing the first component, the idea of exploiting knowledge from
different sources has been explored in the past. For instance, a
number of works (both academic and nonacademic) focus on the
ideal of deliberative democracy, i.e., users can make better decisions
only when exposed to diverse viewpoints [2]. rbutr2 is an online
initiative that aims to link web pages of contradicting content as
manually annotated by its users. DiversiNews [7] provides a news
aggregator system with a user interface that allows article filtering
based on location, sentiment, and other features. NewsCube [13]
aims at mitigating bias by providing readers with a selection of
articles encapsulating all possible viewpoints. Their automated
approach to locating all viewpoints is based on unsupervised clus-
tering applied to the textual content. Similarly, NewsBird [8] is
an aggregator framework that aims for the exploration of both
common and different information. The News Landscape (NELA)
toolkit [10] provides content-based analysis tools that make use
of lexicon-based reliability and bias features among others. The
online NELA3 allows users to rank articles from various sources
with respect to their reliability and bias estimates. It also provides a
visual comparison of news sources using a variety of features. We
note, that all mentioned aggregator interface approaches provide
information at the article-level and not at the more fine-grained
sentence level—in our work we tackle the latter.

Algorithmic solutions at the sentence-level focus on the notion
of “trust”. Systems such as [14] aim to estimate a numeric trust
value for certain claims by assuming that reliable sources provide
reliable claims and vice versa. Such systems are typically based on
an iterative off-line computation (trust propagation) of both source-
and claim-trust until their convergence. They are limited by two
2http://rbutr.com/, retrieved May 2018
3http://nelatoolkit.science/, retrieved May 2018

factors: the static nature of the estimate (undesirable in constantly
updated collections of news articles) and the black-box nature of the
underlying algorithms, which are not easily explainable to users.

3 USER INTERFACE
Ourmain assumption is that well-communicated and cross-referenced
information is more likely to be credible, in line with [14, 16]. As
such, we now describe our user interface for effectively communi-
cating cross-referenced information to the reader, while Section 4
describes our pipeline for locating that information.

The original content of the reader’s selected online article re-
mains unchanged; thus it can also be read in the traditional fashion.
Our proposed and implemented interactive user interface (see Fig-
ure 1) acts as an additional information layer applied on top of
this article, indicating whether certain pieces of information are
corroborated or omitted:

Corroborated. Our design first highlights those pieces of infor-
mation that are corroborated, meaning cross-referenced by other
sources including the current article. Those pieces of informa-
tion are underlined in blue, for example “President Trump visited
France”. Corroborated pieces of information in practice indicate that
their content is likely to be credible since we use cross-referencing
as a proxy of credibility. When hovered over, corroborated infor-
mation reveal those pieces of information from other sources that
are semantically similar; for example, “The president of the United
States flew to France last weekend. - CNN” and “Donald Trump
visited Europe for the second time last week. - NPR”. This scheme
explains to the readers why the current information is considered
credible since it allows them to immediately contrast the content
from different sources and make their personal credibility judgment.

Omitted. Under the heading “Things youmight havemissed”, our
proposed design additionally provides those pieces of information
that are omitted, meaning cross-referenced by a number of other
sources not including the current one. These pieces of information
are underlined in orange, for example, “President Trump met with
the French prime minister - CNN”. Omitted information can be
also hovered over to reveal the cross-referenced content from other
sources. Such information is crucial not only for having a broader,
more accurate picture of the news story but also for understanding
whether the current source has purposefully (or not) decided to
conceal likely-credible information from the reader.

It should be noted that under our proposed scheme, the cross-
referenced pieces of information are the same for all articles of
the same story, but they may appear as corroborated or omitted
depending on the current article that the reader is viewing.

4 COMPUTATIONAL CROSS-REFERENCING
While Section 3 focused on communicating cross-referenced pieces
of information (POIs from now on) via a user interface, this section
describes our computational approach to automatically locate such
information. Given a setAs of articles pertaining to the same story
s (existing topic detection and tracking approaches can be employed
to determine this set for each story [1]), our pipeline consists of
three stages (see Figure 2): (1) text segmentation, (2) POI similarity,
and (3) graph generation and clique location.

http://rbutr.com/
http://nelatoolkit.science/


Explaining Credibility in News Articles using Cross-Referencing EARS’18, July 12, 2018, Ann Arbor, Michigan, USA

Document 
pool 

…	 …	

.3	 .4	 … .3	

.2	 .9	

..	

Document 
selection 

Text 
segmentation 

POI 
similarity Graph generation & Clique location 

1 
2 

n 

1 
2 

n 

c1
1 c2

1  …     cj-1
n cj

n 
 

c1 1 
c2 1 

 …
   

  c
j-1

n 
cj n 

 

c1
1  

 

c4
2  

 
c2

4  
 c6

1  
 c9

3  
 

c1
1  

 

c4
2  

 
c2

4  
 c6

1  
 c9

3  
 

1 2 3

Figure 2: The proposed pipeline for locating cross-referenced pieces of information in news articles from various sources. A
subset of articles pertaining to the same story is first selected from a pool. Their text is then segmented intomeaningful pieces
of information (called POIs), and the similarity between POIs is later computed. A graph is then generated from the POIs and
their similarities. Cross-referenced POIs are those that form cliques in the graph.

Text segmentation. First, each article (or document) is split into
POIs, i.e., meaningful chunks of text of one or more sentences
that contain an argument, a quote, a fact and so on. Segmenting
the text of a document into POIs is crucial for our pipeline. Our
approach locates POIs by concatenating neighboring sentences in
a “meaningful” manner, that is by ensuring that important words
are evenly distributed among POIs. To this end, for each of the
sentences appearing in the set As we first compute its TF-IDF
score, that is the average TF-IDF score of the words it contains.
We then convert the segmentation problem into an optimization
problem and employ a genetic algorithm (GA) that aims to minimize
the standard deviation of the TF-IDF scores across POIs (although
different optimization algorithms could have been used, or a multi-
sentence segmentation version of TextTiling [9]).

POI similarity. In the second step, the pairwise similarity be-
tween POIs across documents in As is computed. For the purposes
of the current system we decided to use the popular cosine TF-IDF
similarity:

sim(vi ,vj ) =

∑
w ∈V (vi [w] ×vj [w])√∑

w ∈V (vi [w])2
√∑

w ∈V (vj [w])2
(1)

where thevi andvj are vector representations of the compared POIs,
and vi [w] corresponds to the product of the word’sw frequency in
the ith POI and the IDF ofw . Such a naive similarity function comes
with both advantages and shortcomings. The method’s focus on
lexical features only is domain-agnostic, meaning it treats all texts
equally without any pre-learned rules or associations. However,
it fails to consider the similarity at the semantic level, and cannot
handle polysemy. In the next iteration of the pipelinewewill employ
word and sentence embeddings approaches, e.g. [6, 11].

Graph Generation and clique location. Finally, in order to find
cross-referenced POIs, we first convert the POI similarity matrix
into a vertex-labeled weighted graphG(V ,E). Given a set of labels L
corresponding to the document sources (e.g. CNN, Fox News), each
vertex vli ∈ V corresponds to a POI with label l ∈ L. In addition,

E = {(uki ,v
f
j ) ∈ V × V : k , f } with the edge weight w(uki ,v

f
j )

corresponds to the POI similarity of the participating vertices.
Cross-referenced POIs correspond to the notion of cliques (or

complete subgraphs) i.e., a subset of vertices that are all adjacent
to each other. This correspondence is based on the idea that the
information contained in a subset of vertices is likely to be credible
if the POIs from different sources support each other’s content.

Clique detection is an NP-complete problem and as such, various
heuristic methods have been proposed. We use the method of Bron
and Kerbosch [3] as provided by the NetworkX Python package. As
a post-processing step, we remove any conflicting vertices, that is
vertices that appear in two or more cliques (assuming that a piece
of information can only be supported once per document). We
perform this starting from the less important cliques, as measured
using their TF-IDF score.

5 CREDIBILITY OF NEWS OUTLETS
We argue that locating cross-referenced information can be valu-
able for other purposes besides an interactive interface as described
in Section 3. For example, it is intuitive to hypothesize that certain
news outlets have a higher tendency than others to omit some
credible information from their readers. Our proposed method
can provide us with preliminary yet valuable insights concerning
this hypothesis. As such, this section describes a case study which
explores the relationship between corroborated and omitted infor-
mation with regard to various news outlets.

Materials. We use the All-the-news dataset4 which contains
around 140.000 articles from January 2016 until July 2017 as pub-
lished by fifteen major U.S. outlets including the New York Times,
Breitbart, CNN and Fox News. For the sake of simplicity, we use
only those articles corresponding to the whole year of 2016—85.405
articles in total. From those, we locate the sets of articles pertaining
to the same story by employing our clique location approach - now
on the article level. However, due to the dataset’s size, prior to
running the clique location we set a cutoff such that only cliques of
articles with an average TF-IDF similarity > 0.6 are considered. This

4https://www.kaggle.com/snapcrack/all-the-news, retrieved May 2018
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results in 203 cliques. We chose this cutoff after manual inspection
as the resulting article sets were of good quality (wrt. pertaining
to a single topic). At the next step, we locate the cross-referenced
cliques of POIs for every clique of articles. In order to remove noisy
cliques, based on manual examination we exclude those with an
average TF-IDF similarity lower than 0.25.

Metric. We are interested in identifying the news outlets that
provide their readers with high a ratio of corroborated to omitted in-
formation. This basic metric can act as an approximation of a news
outlet’s general credibility. Figure 3 presents the amount of corrob-
orated and omitted POIs per outlet, shaded with different colors
(blue and orange respectively) for the sake of visual inspection.

Results. A first general observation is that the amount of corrob-
orated POIs is slightly larger than the omitted one; in average each
outlet corroborates roughly 60% of the cross-referenced POIs in a
clique of articles. However, it is the deviation from that trend that
is most interesting. For example, Reuters and Guardian generally
provide more corroborated than omitted information, close to a 2-
to-1 ratio. At the same time, National Review exhibits the opposite
behavior.

Discussion. It is interesting to note that independent projects
aiming at exposing overtly biased news outlets, such as Media
Bias/Fact Check5, have evaluated Reuters and National Review
is extremely objective and biased respectively; thus, supporting
the results of our analysis. However, we should acknowledge that
other outlets evaluated as biased, such as Vox or Breitbart, do not
deviate from the general trend in our analysis. We suspect that such
inconsistencies are related to the fact that we deal with articles
only in cliques; thus, we do not consider editorials or independent
articles in general that may shift the public opinion about an outlet’s
general bias. In addition, credibility (or bias in the case of Media
Bias/Fact Check) is a multidimensional phenomenon and it is ill-
advised to expect the ratio of corroborated to omitted information
to model it completely.

6 CONCLUSIONS AND FUTUREWORK
Working towards aiding readers to make well-informed credibility
judgments when consuming news online, this paper proposed a
user interface design that is based on cross-referenced pieces of
information in articles from different sources pertaining to the
same story. We argue that our design fulfills the requirements
for transparency and explainability: the reader can identify which
news outlets have been used for cross-referencing information, and
why certain pieces of information are considered more likely to be
credible by the system.

This paper also presented a working pipeline for locating cross-
referenced information that can find immediate application in real-
life scenarios. We further showcased its potential by analyzing U.S.
news outlets in terms of their corroborated/omitted information. An
analysis of its output revealed some interesting findings regarding
how much information is supported by other sources and how
much information is potentially withheld from us, the readers.

5https://mediabiasfactcheck.com/, retrieved May 2018
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Figure 3: Raw amount (top) and percentage (bottom) of cor-
roborated (blue) and omitted (orange) POIs per news outlet.
Color shading (quantized to three bins) indicates the aver-
age TF-IDF similarity among POI cliques, i.e. the lighter the
shade the more dissimilar the POIs.

However, further evaluation is required to provide insights re-
garding the accuracy of any method used within the proposed
pipeline. Toward this aim, we plan to perform a user study in order
evaluate the proposed interactive interface, and the efficiency of
identifying corroborating or obfuscated information with regard to
the readers’ credibility judgment. An initial crowdsourcing-based
user study yielded few insights as most crowd-workers did not en-
gage to a meaningful degree with the interface (most—36 workers
out of 43—spend their time simply waiting for the timer to be up to
proceed to the post-study questionnaire); we are now exploring the
deployment of our system in a social science Massive Open Online
Course (MOOC) with potentially thousands of engaged learners
using our tool.

Our future workwill focus on improving the framework for locat-
ing cross-referenced information. Future implementations should
consider employing more sophisticated short-text similarity meth-
ods such as those based on word and sentence embeddings [6, 11].
In addition, future implementations should consider the issue of
document diversity: any system that deals with diverse information
sources can only be perceived as credible if those sources promote
multiple viewpoints equally [4]. Solving this issue would make the
system invulnerable to possible scams, such as multiple articles
promoting the same false story.

Finally, we aim to apply our interface design to other related
tasks in need of explainability, such as news recommendation, or
text plagiarism and copyright infringement.
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